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Abstract
The importance of multiple-choice 
(mc) exams in Mexico can hardly be 
overstated. Despite their ubiquity in 
Mexican efl classrooms, little re-
search on their quality or impact has 
been carried out. The current paper 
reports on an item analysis conducted 
on a multiple-choice placement exam 
administered to 50 incoming English 
language students at a public univer-
sity in Guanajuato State. All the items 
contained in this test were subjected to 
four different types of statistical analy-
ses: item facility (if), distractor analy-
sis (da), item discrimination (id), and 
response frequency distribution (rf). 
The results showed that the exam was 
critically deficient in each of these ar-
eas. While the findings of the current 
analysis cannot be generalized beyond 
the exam in question, the results high-
light the extreme difficulty of creat-
ing mc exams and the indispensability 
of piloting tests and conducting item 
analyses before applying them.

Keywords: English as a foreign 
language; assessment; item difficulty; 
item discrimination

Resumen
La importancia de los exámenes de op-
ción múltiple (mc) en México no debe 
subestimarse. A pesar de su ubicuidad 
en las aulas de enseñanza de ile (in-
glés como lengua extranjera), se han 
realizado pocas investigaciones sobre 
su calidad o impacto. El presente artí-
culo informa sobre un análisis de ítems 
realizado en un examen de ubicación 
de opción múltiple administrado a 50 
estudiantes de inglés de nuevo ingreso 
en una escuela pública de nivel supe-
rior en el estado de Guanajuato. Todos 
los ítems de la prueba fueron someti-
dos a cuatro diferentes análisis estadís-
ticos: índice de dificultad (if), análisis 
de distractores (da), índice de discrimi-
nación (id) y distribución de frecuen-
cia (rf). Los resultados mostraron que 
el examen fue sumamente deficiente 
en cada una de estas áreas. Si bien los 
resultados de este estudio no se pue-
den generalizar más allá del examen 
en cuestión, los resultados subrayan la 
dificultad que implica crear exámenes 
tipo mc y la necesidad de realizar prue-
bas piloto y análisis de ítems antes de 
aplicarlos.

Palabras clave: inglés como lengua 
extranjera; evaluación; índice de difi-
cultad; índice de discriminación
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1. Introduction

The performance of any given English as a Foreign Language
(efl) student on a language test is affected by two variables: his
or her knowledge of English and the assessment instrument em-
ployed (Yi’an, 1998). Since information obtained through testing
may have signifi cant repercussions for both teachers and students,
it is crucial that the assessment instrument provides accurate in-
formation about the knowledge of English.

The importance of multiple-choice (mc) exams in Mexico can
hardly be overstated. All of the large-scale, standardized assess-
ments of English language ability used in Mexico, for instance,
use the mc format. These include the Exámenes Nacionales de 
Ingreso (exani), the English First Standard English Test, the Test
of English as a Foreign Language (toefl), and the International
English language Testing System (ielts) (British Council, 2015;
Payant & Barrón, 2014).

Multiple-choice exams are virtually omnipresent in the Mexi-
can efl classroom. In a summary report on educational evaluation
and assessment in Mexico, the Organization for Economic Co-op-
eration and Development (oecd, 2012: 2) characterizes Mexico’s
reliance on multiple-choice tests as “excessive”. The reasons for
the popularity of mc tests are manifold. Here, four of the most im-
portant ones are considered: (1) The Mexican education system is
marked by its pedagogical traditionalism. While the Secretarí a de
Educació n Pú blica (sep) exhorts teachers to adopt modern, for-
mative assessment practices (sep, 2017), traditional instructional
methods (i.e., those approaches that are synthetic, transmission-
al, teacher-centered, forms-focused, and examinations-driven) are
pervasive (Borjian, 2015; Despagne, 2010; Pamplón & Ramírez,
2013). As Despagne (2010: 62) notes “Despite educational reform,
English teaching is known to be defi cient […] teaching is based on
repetition drills, rote learning and memorization”. These traditional
pedagogical approaches encourage and are encouraged by tradi-
tional assessment practices, such as the use of gap fi lls, matching



Estudios de Lingüística Aplicada, año 38, número 71, julio de 2020, pp. 9–43

doi: 10.22201/enallt.01852647p.2020.71.900

[ 12 ]  Kenneth Geoffrey Richter & Ricardo Alejandro Medel Romero

exercises, and multiple-choice exams. (2) The way language in-
structors are contracted negatively impacts teaching. The majori-
ty of English teachers in Mexico are not hired as regular staff but
rather work as part-time specialists, many of whom are contracted
for only a few hours a week. Those teachers are not paid for such
customary teaching responsibilities as preparing classes, design-
ing materials, grading homework, and scoring exams (Mexicanos
Primero, 2015: 65). These instructors, then, have little motivation
to utilize assessment instruments that take time outside of regular
classroom hours to create and correct. mc tests are quick to devise
and easy to score, making them the ideal exam for overworked
teachers. (3) Many classrooms in Mexico — particularly those in
public schools — are overcrowded. Of the 28 oecd countries for
which there is data, only four countries had larger classes in lower
secondary education than Mexico: Korea, Chile, Japan, and Turkey
(see oecd). Large class sizes mean that assessments must be easy
to both administer and mark – two of the chief hallmarks of mul-
tiple-choice exams (Tucker, 2015). (4) Many English teaching po-
sitions are fi lled by instructors with poor language skills and little
or no training in the methodology of teaching of foreign languages
(Rodríguez, 2014). In a study carried out by Mexicanos Primero
(2015: 93), more than half of the English teachers who agreed to
be tested were found to have English levels below those that their
students were expected to achieve. Many such teachers may show
a strong preference for objective tests such as multiple-choice ex-
ams over subjective assessments that require language expertise
to create and mark.

Multiple-choice tests have been criticized on a number of
grounds. The three main areas of criticism are that mc tests are
detrimental to learning, that they possess poor construct validity,
and that they are technically challenging to construct. The fi rst crit-
icism relates to the fact that when educational institutions choose
or are required to use mc tests, instructors may feel pressured to
teach to the test; that is, the pedagogic focus narrows to practicing
questions that are similar to those included in the exam. In such
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cases, rote learning may be encouraged (i.e., an emphasis on re-
production of knowledge) at the expense of analysis, synthesis, or
evaluation (Hamp-Lyons, 2004). Students may be deprived of the
opportunity to engage with new material in meaningful ways: to
ask their own questions, to have discussions, to explore new ideas
(Fairtest, 2007). Oller (1979: 233) has argued that problems with
mc tests are so severe that they are “intrinsically inimical to the
interests of instruction”.

Multiple-choice tests have also been criticized because of their
poor construct validity. Validity here refers to “the weight of evi-
dence that supports the claim that the test measures what it is in-
tended to measure” (Tucker, 2015: 4). mc tests are a measurement
of discrete knowledge and, as such, can only refl ect what a learner
knows about language; to paraphrase Tucker, they cannot capture
the doing of language.

Finally, and most germane to the present paper, it has been
argued that the development of multiple-choice tests is a formi-
dable undertaking requiring a level of technical expertise that few
teachers can be expected to possess (Oller, 1979). As Sajadi (2006:
200) notes, in educational contexts, instructors compose the largest
population of test makers. It is critical, therefore, that instructors
be well-trained in test construction. However, there is consider-
able evidence indicating that this is most likely not the case (Asim, 
Bassey, Akwegwu & Obi, 2005, as cited in Asim, Ekuri & Eni,
2013; Brooks & Normore, 2018; Davies, 2009; Despagne, 2010; 
González, 2017; inee, 2015; Santibañez, Vernez & Razquin, 2005; 
sep, 2010; Weigle, 2007). As Brooks and Normore (2018) remark, 
for many teachers, “their only exposure to the concepts and prac-
tices of educational assessment might have been a few sessions in 
their educational psychology classes or, perhaps, a unit in a meth-
ods class” (Chapter 6, “Assessment Literacy,” para. 2).

Given the importance of multiple-choice tests in Mexican efl
classrooms, if they are to be taken seriously as evidence of student
learning, it is critical that they are piloted and analyzed before
being administered. Oller (1979: 245) convincingly argues that
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item analysis is an imperative requisite in the preparation of good
multiple-choice tests and that every educator who uses this type of
exam should be familiar with how to conduct such a review. Tak-
ing Oller’s exhortation as its point of departure, the current paper
reports on the psychometric soundness of a multiple-choice exam
administered to 50 incoming students at a public university in Gua-
najuato State, in central Mexico.

2. Literature review

In general, vanishingly little attention has been paid to the use of
language assessments at the levels of individual classrooms and
schools in Mexico. Only a handful of articles report on research
in this area (see, for instance, González, 2017; Schissel, Leung,
López-Gopar & Davis, 2018). This can be measured against the
wealth of studies on classroom language assessment in other coun-
tries (see, for example, Affl erbach, Armengol, Brooke, Carper,
Cronin, Denman, Irwin, McGunnigle, Pardini & Kurtz, 1995; Al-
derson & Clapham, 1995; Milnes & Cheng, 2008; Cheng, Rogers
& Hu, 2004; Cheng, Rogers & Wang, 2008; Cheng & Wang, 2007;
Cheng & Warren, 2005; Colby-Kelly & Turner, 2007; Inbar‐Lourie
& Donitsa‐Schmidt, 2009; Jia, Eslami & Burlbaw, 2006; Kasper,
2002; Ketabi & Ketabi, 2014; Lee, 2007; Li, Link, Ma, Yang &
Hegelheimer, 2014; Llosa, 2008; Poehner & Lantolf, 2005; Puhl,
1997; Steadman, 1998; Topping, 1998; Waring, 2008).

Moreover, although multiple-choice tests are omnipresent in
Mexican classrooms, as with language assessments in general, re-
markably little research on their quality or impact has been carried
out (García & Castañeda, 2006). Again, the paucity of studies in
Mexico can be contrasted with the literature devoted to the use of
multiple-choice tests in esl assessment in other contexts. The re-
search sites for these studies are located in countries such as the
United States, Spain, Chile, Peru, Korea, Japan, Thailand, China,
Nigeria, and Israel (Argüelles Álvarez, 2013; Asim et al., 2013;
Bensoussan, 1984; Currie & Chiramanee, 2010; Dobson, 1975;
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Gyllstad, Vilkaitė & Schmitt, 2015; Hoshino, 2013; In’nami &
Koizumi, 2009; Katalayi & Sivasubramaniam, 2013; Pike, 1979;
Thanyapa & Currie, 2014; Zheng, Cheng & Klinger, 2007). The
bulk of studies focusing on the mc format is characterized by rela-
tively large sample sizes (more than 100 participants). A number of
studies, however, focus on the level of classroom and educational
institution and are marked by their small set of participants (Kat-
alayi, 2018; Ko, 2010; Nevo, 1989; Rupp, Ferne & Choi, 2006;
Teemant, 2010; Yi’an, 1998).

3. Method

The sample considered for the present research was a 50-item mul-
tiple-choice diagnostic English test administered by the university 
to 50 incoming students selected at random. At the time of the
exam, the students’ average age was 19 years. The exam was de-
signed to measure three different language skills: listening com-
prehension, reading comprehension, and grammar. The subtests
for these skills varied in terms of the number of items in each:
the listening comprehension section consisted of 10 questions, the
grammar section consisted of 20 questions, and the reading com-
prehension section consisted of 20 questions. Of the fi fty items in
the exam, ten items (the listening section) had three distractors;
all the rest had four distractors. In total, 190 distractors were an-
alyzed. All the items in this test were subjected to four different
types of statistical analyses: item facility, distractor analysis, item
discrimination, and response frequency distribution.

3.1.  Item facility

According to Lado (1961: 342), “Item analysis is the study of va-
lidity, reliability, and diffi culty of test items taken individually as
if they were separate tests”. Probably, the most important type of
item analysis is item facility (also known as index of diffi culty, fa-
cility value, or if). The general purpose of if is to highlight the de-
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gree of diffi culty of each of the items in a test (Alderson, Clapham
& Wall, 1995; Bailey, 1998; Brown, 2005; Fulcher & Davidson,
2007; Heaton, 1988; Hughes, 1989; Madsen, 1983).

if is a number that ranges from 0.00 to 1.00. This number
represents the percentage of people who answered a given item
correctly. For the current study, the 50 test items in the university’s
diagnostic exam were statistically analyzed. To measure the if of
the items in this exam, it was necessary to sum up the total num-
ber of students who correctly answered the questions and divide
that number by the total number of students who took the test, as
shown in the next formula:

For each exam item, the number of students who answered the
item correctly was divided by the total of 50 test-takers. This al-
lowed detecting those items with a low facility index (close to
0.00, i.e., very diffi cult), those with a high facility index (close
to 1.00, i.e., very easy), and those in the middle (around 0.50,
which is considered ideal). As it is diffi cult to calculate the if by
hand, a formula in an Excel spreadsheet was utilized to calculate
individual if scores (see Table 1).

IF =
Total no. of students who got the item right

Total no. of students taking the test

TABLE 1. Sample of responses to test items by 50 participants

STUDENT I 1 I 2 I 3 I 4 I 5 I 46 I 47 I 48 I 49 I 50 TOTAL

St 1 1 1 1 1 1 0 0 1 0 1 32

St 2 1 1 1 1 1 0 0 0 0 1 31

St 3 1 1 1 1 1 0 1 1 0 1 31

St 4 1 1 1 1 1 1 1 0 0 0 30

St 5 1 1 1 1 1 0 0 0 0 0 30

St 46 0 1 1 1 1 0 1 0 1 0 15

St 47 0 0 1 1 0 0 0 0 0 1 15
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3.2.  Distractor analysis

Once the if scores for the 50 items were calculated, items were
subjected to distractor analyses to ascertain the extent to which
the distractors in each item functioned correctly (Bailey, 1998;
Hughes, 1989; Madsen, 1983). The purpose of distractors in mc
exams is to distract poorer test-takers, ensuring that those who
possess the knowledge required are more likely to answer an item
correctly than those who do not (Bailey, 1998). To fi nd out if the
distractors were working properly (i.e., to fi nd out if the distrac-
tors were, in fact, distracting), a new ms Excel spreadsheet was
constructed. First, the exam items were ordered in Column A (1 to
50). In Row 1, the different options were written out (A, B, C, and
D). Subsequently, the options selected by each examinee were re-
corded individually in the spreadsheet. At the end of this process,
it was possible to tally the number of responses each of the dis-
tractors received from the whole group of candidates (see Table 2).

TABLE 1. Sample of responses to test items by 50 participants

STUDENT I 1 I 2 I 3 I 4 I 5 I 46 I 47 I 48 I 49 I 50 TOTAL

St 48 1 1 1 1 0 1 0 0 0 0 15

St 49 0 0 1 0 1 0 0 0 0 1 14

St 50 1 1 1 1 1 0 1 0 0 0 14

Note: Some columns and rows have been hidden for a better fi t of information.

(continued )

TABLE 2. Distractor analysis sample

ITEM A B C

1 8 40 1

2 5 43 1

3 1 2 47

4 6 39 5

5 27 7 16
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3.3.  Item discrimination

The purpose of item facility is to differentiate the easy and diffi -
cult items of a test. Item discrimination (id) analysis helps a test
maker to visualize which items are working properly, i.e., discrim-
inating between low-performing and high-performing test-takers.
If, for instance, high-scorers and low-scorers both answer a given
item correctly, that would indicate a problem with the item. If both
high-scorers and low-scorers answer a given test item incorrectly,
that would also indicate a problem with the item. Discrimination
is important because exam items, as well as entire tests, should
be able to partition students according to their differing levels of
knowledge. Furthermore, when a test is able to discriminate, there
is evidence of test reliability.

Since id in testing refers to the degree to which test items dis-
tinguish between high-scorers and low-scorers, it is a basic prin-
ciple that every test item needs to follow (Alderson et al., 1995;
Bailey, 1998; Brown, 2005; Fulcher & Davidson, 2007; Heaton,
1988; Hughes, 1989; Madsen, 1983). Similar to if, the discrimi-
nation index ranges from +1.00 to -1.00. This range denotes the
degree of discrimination that each item possesses: +1.00 signify-
ing perfect discrimination, 0.00 signifying no discrimination at all,
and -1.00 signifying perfectly wrong discrimination. Bailey (1998)

(continued )

TABLE 2. Distractor analysis sample

ITEM A B C

6 6 20 24

7 0 38 12

8 33 7 9

9 3 39 8

10 23 19 7

Note: Greyed cells mark the correct answers.
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argues that an acceptable value should be set at 0.25 or 0.35, Mad-
sen (1983) holds that values of 0.15 or above are generally accept-
able, Alderson et al. (1995) mention that values of 0.40 or above
are preferred, and Heaton (1988) states that the acceptable values
range from 0.30 and above. Following Heaton’s (1988: 182) ad-
monition that “[i]tems showing a discrimination index of below
0.30 are of doubtful use”, the accepted id threshold in the current
research was set at 0.30.

Before computing id, it was fi rst necessary to arrange the
scores of the tests in order to identify the high- and low-scorers
(see Table 3). Then, Flanagan’s method (see Hales, 1972) was uti-
lized to approximate the correlation coeffi cient: the top 27.5% of
the exams (n = 14) and the bottom 27.5% were analyzed. The id
value of each item was then computed by subtracting the if of the
low-scoring group from the if of the high-scoring group for each
item, as shown by the following formula:

TABLE 3. Item discrimination sample

STUDENT I 1 I 2 I 3 I 4 I 5 I 46 I 47 I 48 I 49 I 50 TOTAL

St 1 1 1 1 1 1 0 0 1 0 1 32

St 2 1 1 1 1 1 0 0 0 0 1 31

St 3 1 1 1 1 1 0 1 1 0 1 31

St 4 1 1 1 1 1 1 1 0 0 0 30

St 5 1 1 1 1 1 0 0 0 0 0 30

St 46 0 1 1 1 1 0 1 0 1 0 15

St 47 0 0 1 1 0 0 0 0 0 1 15

St 48 1 1 1 1 0 1 0 0 0 0 15

St 49 0 0 1 0 1 0 0 0 0 1 14

St 50 1 1 1 1 1 0 1 0 0 0 14

ID = IF of high-scoring group – IF of low-scoring group
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Once an item discrimination index was created, it was necessary
to scrutinize the results in order to discover why certain items had
low discrimination scores.

3.4.  Response frequency distribution

The response frequency distribution (rf) analysis was conducted
to explain the fi ndings of the id procedure described above; that
is, it was necessary to analyze in more detail why certain items re-
ceived good or bad id values. One of the goals of the rf analysis is
to ascertain which distractors are more appealing to certain scorers
(high or low). It is the aim of a rf analysis to compare the number 
of responses of each group on certain items to fi nd the level of dis-
crimination (Bailey, 1998). It also shows the frequency with which
test items are selected by different groups.

A total of 28 tests and their responses were analyzed statisti-
cally. To carry out this analysis, once again, only the top-scoring
and the bottom-scoring tests were recorded in Excel. First, the test
items were ordered from 1 to 50. Subsequently, a space for low-
and high-scorers was assigned to every item. Finally, columns were
assigned to the different distractors (A, B, C, and D in the case of
the grammar and reading sections, and A, B, and C in the case
of the listening section). The number of times each option was
selected by the low- and high-scorers was entered. In this way,
a comparison could be made between the preferences of the two 
groups concerning the items, as shown in Table 4.

(continued )

TABLE 3. Item discrimination sample

STUDENT I 1 I 2 I 3 I 4 I 5 I 46 I 47 I 48 I 49 I 50 TOTAL

IF upper 1.00 1.00 0.93 0.93 0.71 0.21 0.36 0.29 0.21 0.57

IF lower 0.64 0.71 1.00 0.57 0.50 0.21 0.29 0.21 0.21 0.36

ID 0.36 0.29 -0.07 0.36 0.21 0.00 0.07 0.07 0.00 0.21

Note: Some columns and rows have been hidden for space.
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Before explaining the analysis, it should be mentioned that the no 
answer responses were not considered as incorrect answers in the 
distractor analysis and response frequency distribution, nor were 
they recorded in these statistics; consequently, the total number of 
responses for certain items in these techniques add up to less than 
50, i.e., the total number of students answering the test.

TABLE 4. Response frequency distribution sample

ITEM HIGH / LOW SCORERS A B C

1
High scorers 0 14 0

Low scorers 5 9 0

2
High scorers 0 14 0

Low scorers 3 10 1

3
High scorers 0 1 13

Low scorers 0 0 14

4
High scorers 1 13 0

Low scorers 2 9 2

5
High scorers 10 0 4

Low scorers 7 3 4

6
High scorers 1 4 9

Low scorers 2 6 6

7
High scorers 0 13 1

Low scorers 0 10 4

8
High scorers 12 1 1

Low scorers 9 2 4

9
High scorers 0 14 0

Low scorers 1 8 4

10
High scorers 9 4 1

Low scorers 3 6 4

Note: Greyed cells refer to the correct answer.
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4. Results and discussion

This section presents the results of the item analyses conducted on
the 50 items in the test. It highlights the fi ndings and offers recom-
mendations concerning the improvement of the test.

4.1.  Item facility

The if range was set from 0.30 to 0.80. That is, items falling with-
in this range were considered acceptable for inclusion in the test;
items falling below 0.30 or above 0.80 were considered defi cient
and in need of modifi cation or replacement.

As mentioned in the previous section, if helps to detect those
items that do not contribute to the reliability of a test because of
their very high or very low levels of diffi culty. A detailed descrip-
tion of the items that emerged as weak, average, or strong based 
on the results of the if analysis is included below.

4.1.1. Listening subtest: items 1 to 10

According to the if criteria, 30% of the items in the listening sub-
test fell outside the accepted range (0.30 to 0.80, see Table 5 be-
low). Items 1, 2, and 3 all had an if above 0.80 and would need to
be improved or replaced in any subsequent version of the exam.
Moreover, although items 4, 7, and 9 fell within the acceptable if
range, these were somewhat suspicious since they fell close to the
very easy end (0.76) of the acceptable range.

TABLE 5. Item facility of the listening subtest (10 items)

ITEM I 1 I 2 I 3 I 4 I 5 I 6 I 7 I 8 I 9 I 10

Test-takers 41 43 47 38 28 25 38 33 38 23

IF 0.82 0.86 0.94 0.76 0.56 0.50 0.76 0.66 0.76 0.46

Note: “Test-takers” refers to the total of test-takers answering the item correctly out of 50.
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4.1.2. Grammar subtest: items 11 to 30

Thirty percent of the grammar items fell below the 0.30 criterion,
i.e., they were too diffi cult for the level of the test (see Table 6).
Items 12, 13, 22, 25, 28, and 29 were the most diffi cult items:
most test-takers answered them incorrectly (if values ranged from
0.12 to 0.24). In any future iteration of the exam, it would be ad-
visable to rewrite or remove these items.

Moreover, items 17, 19, 20, 23, and 27 should should be modifi ed 
for falling directly on or very close to the limit, set at 0.30. These
items should be reviewed carefully to ensure that they are not exces-
sively diffi cult for the desired level of the exam (see the distractor
analysis in the next section for more information).

4.1.3. Reading subtest: items 31 to 50

In this fi nal section of the test, a total of ten items (50%) fell outsi-
de of the acceptable if range: they were too diffi cult for the desired
level of the test (Table 7).

Items 34, 35, 36, 38, 39, 40, 43, 46, 48, and 49 should be re-
placed or modifi ed because they were all outside the acceptable
range of diffi culty. Moreover, items 31, 44, and 47 are suspicious,
falling very close to the diffi culty limit and deserve further inves-
tigation. Items 32, 37, 41, 45, and 50 can be considered the stron-

TABLE 6. Item facility of the grammar subtest (20 items)

ITEM I 11 I 12 I 13 I 14 I 15 I 16 I 17 I 18 I 19 I 20

Test-takers 24 11 11 29 25 24 15 18 17 17

IF 0.48 0.22 0.22 0.58 0.50 0.48 0.30 0.36 0.34 0.34

ITEM I 21 I 22 I 23 I 24 I 25 I 26 I 27 I 28 I 29 I 30

Test-takers 35 12 18 29 10 27 17 6 10 20

IF 0.70 0.24 0.36 0.58 0.20 0.54 0.34 0.12 0.20 0.40

Note: “Test-takers” refers to the total number of test-takers answering the item correctly out of 50.
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gest items in this section, all of them falling near the ideal if value
(0.50). In summary, the reading section showed many problems in
terms of item facility.

4.2.  Distractor analysis

One of the main causes of low or high if scores is the poor quality
of distractors. Madsen (1983: 184) states that “[n]o set percent-
age of responses has been agreed upon, but examiners usually feel
uneasy about a distractor that isn’t chosen by at least one or two
examinees in a sample of 20 to 30 test papers”. For this analysis,
distractors that no or very few test-takers (i.e., fi ve or fewer) chose
are highlighted.

4.2.1. Listening subtest: items 1 to 10

In this fi rst part of the test, a total of six items were found to have
problems with one or two of their distractors. Distractors that
few participants select contribute to the low reliability of a test
(Hughes, 1989). Looking at Table 8, items 1, 2, 3, 4, 7, and 9 suf-
fered from poor distractors.

Distractor C in items 1, 2, and 4 did not distract enough
test-takers to be considered acceptable. Also, distractor A in items

TABLE 7. Item facility of the reading subtest (20 items)

ITEM I 31 I 32 I 33 I 34 I 35 I 36 I 37 I 38 I 39 I 40

Test-takers 16 29 18 12 12 13 20 4 12 13

IF 0.32 0.58 0.36 0.24 0.24 0.26 0.40 0.08 0.24 0.26

ITEM I 41 I 42 I 43 I 44 I 45 I 46 I 47 I 48 I 49 I 50

Test-takers 20 38 11 16 27 10 16 14 11 26

IF 0.40 0.76 0.22 0.32 0.54 0.20 0.32 0.28 0.22 0.52

Note: “Test-takers” refers to the total of test-takers answering the item correctly out of 50.
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3, 7, and 9 served no purpose, since no or very few participants
chose it. Finally, distractor B in item 3 refl ected a low level of dis-
traction as it was chosen by only two students; this means that the
distractor would need to be replaced in future versions of the test.
In sum, the listening section can be considered to be rather weak,
given that 60% of the items were marked by defi cient distractors.

4.2.2. Grammar subtest: items 11 to 30

In this second section, 16 items were found to have problems with
one, two, or even three of their distractors. Looking at Table 9, dis-
tractor A in item 23 can be considered to be of poor quality: only
one examinee selected it. In items 14, 15, 20, and 30, distractor B
was weak. In items 11, 12, 16, 18, 19, 21, and 29, only between
two to fi ve test-takers selected distractor C. Finally, in items 11,
15, 18, 21, 24, 25, 26, 28, and 29, distractor D was chosen by very
few test-takers.

TABLE 8. Distractor analysis: Listening subtest (10 items)

ITEM A B C

1 8 40 1

2 5 43 1

3 1 2 47

4 6 39 5

5 27 7 16

6 6 20 24

7 0 38 12

8 33 7 9

9 3 39 8

10 23 19 7

Note: Greyed cells mark the correct answers.
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4.2.3. Reading subtest: items 31 to 50

Table 10 shows that a total of 15 out of 20 items (i.e., 75%) on the
reading section had problems with one or two of their distractors.
Distractor A appeared to be very weak in items 36 and 37; in item
36, only four participants chose A; in item 37, only two partici-

TABLE 9. Distractor analysis: Grammar subtest (20 items)

ITEM A B C D

11 18 24 3 5

12 9 23 5 11

13 11 15 11 12

14 29 5 8 6

15 19 2 24 4

16 15 23 4 6

17 15 19 8 6

18 18 23 3 5

19 12 17 4 12

20 6 4 17 23

21 6 34 4 4

22 13 12 9 15

23 1 8 21 19

24 28 9 9 2

25 29 8 9 3

26 10 26 8 5

27 13 11 6 15

28 24 14 5 2

29 10 31 2 2

30 20 5 15 4

Note: Greyed cells mark the correct answers.
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pants chose A. Distractor B in items 31, 32, and 33 was not cho-
sen by a suffi cient number of test-takers to be considered sound.
Similarly, distractor C in items 32, 36, 40, 41, and 42 was chosen
by less than three students. In items 35, 38, 42, 43, 45, 46, and 50,
distractor D likewise did not attract many test-takers.

TABLE 10. Distractor analysis: Reading subtest (20 items)

ITEM A B C D

31 9 4 16 19

32 15 3 2 28

33 18 2 7 21

34 10 7 19 12

35 10 27 9 2

36 4 12 2 31

37 2 17 8 19

38 10 33 4 2

39 12 12 11 13

40 21 12 3 12

41 21 6 2 20

42 8 38 0 3

43 11 22 11 4

44 19 10 5 14

45 28 7 9 5

46 8 13 26 1

47 20 6 6 16

48 13 18 12 7

49 24 7 8 9

50 11 26 6 5

Note: Greyed cells mark the correct answers.



Estudios de Lingüística Aplicada, año 38, número 71, julio de 2020, pp. 9–43

doi: 10.22201/enallt.01852647p.2020.71.900

[ 28 ]  Kenneth Geoffrey Richter & Ricardo Alejandro Medel Romero

4.3.  Item discrimination issues

The following analysis considers those items that appeared to have
good, average, or poor discrimination. As previously noted, the id
value in the current research was set at 0.30 and above.

4.3.1. Listening subtest: items 1 to 10

Once the id value was set, the three subtests were subjected to a
discrimination analysis. Table 11 shows that items 2, 3, 5, 6, and
7 have low levels of discrimination. These fi ve items account for
50% of the items in the listening subtest.

Further, item 3 obtained a negative discrimination value (-0.07),
which indicates that the item is discriminating backward. That is to
say, more poor-performing students correctly answered the ques-
tion relative to high-performing students.

Item 2 is very close to the id threshold with a value of 0.29,
suggesting that with some modifi cation, the item could probably
be improved in future versions of the exam. Items 5, 6, and 7 have
poor discrimination indices (0.21), so these items would be good
candidates for elimination. On the other hand, although items 1, 4,
and 8 (0.36 id value) were above the acceptability threshold, they
are somewhat close to limit and so revision is advised. Finally, items
9 and 10, with an id of 0.43, appear to discriminate quite well.

4.3.2. Grammar subtest: Items 11 to 30

Table 12 shows that items 12, 16, 17, 23, 24, 25, 26, 27, 28, 29,
and 30 (55% of the total items) had id values below the acceptable

TABLE 11. Item discrimination: Listening subtest (10 items)

ITEM I 1 I 2 I 3 I 4 I 5 I 6 I 7 I 8 I 9 I 10

ID 0.36 0.29 -0.07 0.36 0.21 0.21 0.21 0.36 0.43 0.43
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threshold; the other nine items (11, 13, 14, 15, 18, 19, 20, 21, and
22) discriminated well.

Among the weak group of items, items 16, 17, and 26 had an id
value of 0.29, which suggests that these could be improved in fu-
ture versions of the test. The id value of the remaining items was
very low. In fact, items 23 and 29 obtained discrimination indices
of 0.00, meaning that the items did not discriminate at all (i.e.,
low- and high-scorers alike performed equally well on them). Even
worse, more low-performing students correctly answered items 12,
25, and 30 than did high-performing students.

4.3.3. Reading subtest: items 31 to 50

The reading subtest was the weakest section of the exam, with 14
items (70% of the total number of items in this section) falling be-
low the 0.30 id threshold. Table 13 shows that only six items out
of twenty were found to discriminate satisfactorily.

Items 31, 33, 34, 35, 36, 38, 39, 40, 43, 46, 47, 48, 49, and 50
all had id scores below the acceptable range (values ranged from

TABLE 12. Item discrimination: Grammar subtest (20 items)

ITEM I 11 I 12 I 13 I 14 I 15 I 16 I 17 I 18 I 19 I 20

ID 0.50 -0.07 0.43 0.36 0.57 0.29 0.29 0.36 0.36 0.71

ITEM I 21 I 22 I 23 I 24 I 25 I 26 I 27 I 28 I 29 I 30

ID 0.43 0.50 0.00 0.21 -0.14 0.29 0.14 0.21 0.00 -0.29

TABLE 13. Item discrimination: Reading subtest (20 items

ITEM I 31 I 32 I 33 I 34 I 35 I 36 I 37 I 38 I 39 I 40

ID -0.36 0.36 0.21 0.00 0.29 0.21 0.64 0.00 0.00 0.14

ITEM I 41 I 42 I 43 I 44 I 45 I 46 I 47 I 48 I 49 I 50

ID 0.43 0.43 0.00 0.43 0.43 0.00 0.07 0.07 0.00 0.21
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-0.36 to +0.29). Items 34, 38, 39, 43, 46, and 49 shared an id value
of 0.00, which means that these items did nothing to distinguish
between high- and low-performing students. Item 31 had a value
of -0.36, i.e., only low-scoring students were able to answer this
item correctly. This item should be removed in future versions of
the exam. Item 37 was the strongest of the acceptable items, with
an id index of 0.64.

4.4.  Response frequency distribution issues

As mentioned above, the rf distribution technique is utilized for a
variety of purposes. In the present work, the rf distribution analy-
sis was carried out to support the fi ndings of the id statistics. That
is to say, it was carried out in an effort to explain why certain items
received a low id value.

4.4.1. Listening subtest: items 1 to 10

Looking at Table 14, it can be seen why items 2, 3, 5, 6, and 7 re-
ceived a low score in the id analysis: the correct answer was cho-
sen by both low- and high-scorers.

TABLE 14. Response frequency distribution: Listening 
subtest (10 items)

ITEM HIGH / LOW SCORERS A B C

1
High scorers 0 14 0

Low scorers 5 9 0

2
High scorers 0 14 0

Low scorers 3 10 1

3
High scorers 0 1 13

Low scorers 0 0 14

4
High scorers 1 13 0

Low scorers 2 9 2
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There is little variation between the responses of the two groups,
and that led to low id indices. Items 5, 6, and 7 also did not dis-
criminate well between the low- and high-performing students.
The weakest item in this section was item 3. More low-perform-
ing students selected this item correctly (n = 14) than high-per-
forming students (n = 13). This explains why the item’s id had a
negative value.

4.4.2. Grammar subtest: items 11 to 30

Table 15 shows that there was only a very small variance between
the responses of low- and high-scoring students to to items 12, 16,
17, 23, 24, 25, 26, 27, 28, 29, and 30. This resulted in very low id
indices.

TABLE 14. Response frequency distribution: Listening 
subtest (10 items)

ITEM HIGH / LOW SCORERS A B C

5
High scorers 10 0 4

Low scorers 7 3 4

6
High scorers 1 4 9

Low scorers 2 6 6

7
High scorers 0 13 1

Low scorers 0 10 4

8
High scorers 12 1 1

Low scorers 9 2 4

9
High scorers 0 14 0

Low scorers 1 8 4

10
High scorers 9 4 1

Low scorers 3 6 4

Note: Greyed cells refer to the correct answer.

(continued )
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TABLE 15. Response frequency distribution: Grammar subtest (20 items)

ITEM HIGH / LOW SCORERS A B C D

11
High scorers 3 10 1 0

Low scorers 6 3 2 3

12
High scorers 2 9 2 1

Low scorers 4 6 1 2

13
High scorers 3 2 7 2

Low scorers 3 4 2 4

14
High scorers 10 1 2 1

Low scorers 6 2 1 4

15
High scorers 1 1 12 0

Low scorers 8 0 5 1

16
High scorers 4 8 0 1

Low scorers 3 4 3 3

17
High scorers 7 6 1 0

Low scorers 3 2 2 5

18
High scorers 8 4 1 1

Low scorers 4 8 0 1

19
High scorers 2 4 0 8

Low scorers 5 5 1 3

20
High scorers 0 0 11 3

Low scorers 3 1 1 9

21
High scorers 0 14 0 0

Low scorers 2 8 3 0

22
High scorers 8 1 3 2

Low scorers 1 6 4 3

23
High scorers 0 1 8 4

Low scorers 0 3 7 4

24
High scorers 9 1 3 1

Low scorers 6 3 2 2
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Items 16, 17, and 26 had id values of 0.29 and thus can probably
be improved in a subsequent version of the exams. Items 23 and
29 had an id index of 0.00. Items 12, 25, and 30 obtained negative
id values, suggesting that more low-performing students answered
these correctly than did high-performing students. Item 20 was the
strongest in this section, with an id of 0.71.

4.4.3. Reading subtest: items 31 to 50

In this fi nal part of the test, a total of 14 items out of 20 had unac-
ceptably low discrimination indices (Table 16).

The major fi nding in the reading subtest section is that items
34, 38, 39, 43, 46, and 49 did not differentiate at all between low-
and high-performing students. Item 31 discriminated particularly
poorly: more students in the low-performing group answered the

(continued )

TABLE 15. Response frequency distribution: Grammar subtest (20 items)

ITEM HIGH / LOW SCORERS A B C D

25
High scorers 12 1 1 0

Low scorers 5 4 2 3

26
High scorers 1 11 2 0

Low scorers 3 7 3 1

27
High scorers 2 5 0 6

Low scorers 5 2 1 4

28
High scorers 4 6 3 0

Low scorers 8 3 1 0

29
High scorers 2 11 0 0

Low scorers 2 8 2 0

30 High scorers 3 2 7 1

Low scorers 6 0 3 2

Note: Greyed cells refer to the correct answer.
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item correctly than students in the high-performing group. Final-
ly, item 35, with an id value of 0.29, could probably be improved
and used in a future exam. Among all the items which discrimi-
nated effectively, item 37, with an id value of 0.64, was the stron-
gest: 11 high-scorers got the item right, as compared to only two
low-scorers.

TABLE 16. Response frequency distribution: Reading subtest (20 items)

ITEM HIGH / LOW SCORERS A B C D

31
High scorers 1 1 2 9

Low scorers 4 1 7 2

32
High scorers 2 0 0 12

Low scorers 5 1 1 7

33
High scorers 6 0 1 7

Low scorers 3 1 2 8

34
High scorers 3 2 4 4

Low scorers 3 1 6 4

35
High scorers 5 7 2 0

Low scorers 1 7 4 1

36
High scorers 0 4 0 10

Low scorers 2 1 2 9

37
High scorers 0 3 0 11

Low scorers 1 5 5 2

38
High scorers 4 9 1 0

Low scorers 3 8 1 2

39
High scorers 4 5 0 5

Low scorers 4 3 5 2

40
High scorers 1 5 1 7

Low scorers 10 2 1 1

41
High scorers 4 1 0 9

Low scorers 7 2 2 3
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4.4.4. Summary

Table 17 displays the number of poor test items per exam section.
Of particular note is the poor quality of the distractors throughout.
In the listening section, 60% of the distractors did not function well; 
a full 80% of the distractors were defi cient in the grammar section;
and in the reading section, 75% of the distractors failed to distract.
Overall, the university’s placement exam can be deemed a failure
in terms of its item facility, distractors, and item discrimination.

TABLE 16. Response frequency distribution: Reading subtest (20 items)

ITEM HIGH / LOW SCORERS A B C D

42
High scorers 0 14 0 0

Low scorers 5 8 0 1

43
High scorers 3 8 3 0

Low scorers 3 6 4 1

44
High scorers 1 4 3 6

Low scorers 10 2 1 1

45
High scorers 11 0 3 0

Low scorers 5 3 3 3

46
High scorers 3 2 9 0

Low scorers 3 6 5 0

47
High scorers 6 0 3 5

Low scorers 9 1 2 2

48
High scorers 5 3 4 2

Low scorers 5 4 3 2

49
High scorers 9 1 2 3

Low scorers 5 3 3 3

50 High scorers 2 8 1 3

Low scorers 4 7 2 1

Note: Greyed cells refer to the correct answer.

(continued )
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5. Conclusion

There are several very good reasons why multiple-choice tests
should not be used in Mexican efl classrooms. Chief among these
is that such tests contradict the expressed goals of Mexico’s na-
tional language curriculum. The 2016 curricular proposal issued by
Mexico’s Ministry of Public Education called for language teach-
ers to help their students acquire the skills, knowledge, attitudes,
and values   necessary to participate in oral and written social prac-
tices with native and non-native speakers of English; use language
to organize thought and discourse; analyze and solve problems
and access different cultural expressions; recognize the role of lan-
guage in the construction of knowledge and cultural values; and
develop an analytical and responsible attitude towards the prob-
lems that affect the world. Multiple-choice exams do not support
any of these goals and, indeed, likely run counter to them.

This study has reported on a single, 50-item test taken by 50
students. While the fi ndings of this analysis cannot be generalized
beyond the exam in question, it is not unreasonable to assume that
analyses of similar teacher-created tests would yield similar results.
At the very least, our fi ndings highlight the extreme diffi culty of
creating mc exams and the indispensability of piloting tests and
conducting item analyses before applying them for collecting data
and making educational decisions about language students. Giv-
en the intractable and possibly insuperable obstacles to doing so,
language programs considering the use of mc exams should seri-

TABLE 17. Problematic items per exam section

IF DA ID AVERAGE

Listening section 3 items 
(30%)

6 items 
(60%)

5 items 
(50%)

4.6 items or 46% 
(based on 10 items)

Grammar section 6 items 
(30%)

16 items 
(80%)

11 items 
(55%)

11 items or 55% 
(based on 20)

Reading section 10 items 
(50%)

15 items 
(75%)

14 items 
(70%)

13 items or 65% 
(based on 20)
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ously question the rationale for employing them. It is hoped that
the results of this small-scale study contributes to such refl ection.
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